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Abstract—The Multispectral Thermal Imager (MTI) is a
15-band satellite-based imaging system. Two of the bands (J, K)
are located in the mid-infrared (3–5 m) wavelength region: J,
3.5–4.1 m and K, 4.9–5.1 m, and three of the bands (L, M,
N) are located in the thermal infrared (8–12 m) wavelength
region: L, 8.0–8.4 m; M, 8.4–8.8 m; and N, 10.2–10.7 m.
The absolute radiometric accuracy of the MTI data acquired
in bands J-N was assessed over a period of approximately three
years using data from the Lake Tahoe, CA/NV, automated vali-
dation site. Assessment involved using a radiative transfer model
to propagate surface skin temperature measurements made at
the time of the MTI overpass to predict the vicarious at-sensor
radiance. The vicarious at-sensor radiance was convolved with the
MTI system response functions to obtain the vicarious at-sensor
MTI radiance in bands J–N. The vicarious radiances were then
compared with the instrument measured radiances. In order to
avoid any reflected solar contribution in the mid-infrared bands,
only nighttime scenes were used in the analysis of bands J and K.
Twelve cloud-free scenes were used in the analysis of the data from
the mid-infrared bands (J, K), and 23 cloud-free scenes were used
in the analysis of the thermal infrared bands (L, M, N). The scenes
had skin temperatures ranging between 4.4 and 18.6 C. The skin
temperature was found to be, on average, 0 18 0 36 C cooler
than the bulk temperature during the day and 0 65 0 31 C
cooler than the bulk temperature at night. The smaller skin
effect during the day was attributed to solar heating. The mean
and standard deviation of the percent differences between the
vicarious (predicted) at-sensor radiance convolved to the MTI
bandpasses and the MTI measured radiances were 1 38 2 32,
2 46 1 96, 0 04 0 78, 1 97 0 62, 1 59 0 55

for bands J–N, respectively. The results indicate that, with the
exception of band L, the instrument measured radiances are
warmer than expected.

Index Terms—Calibration, radiance, temperature, thermal
infrared, validation.
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I. INTRODUCTION

THE Multispectral Thermal Imager (MTI) is a satel-
lite-based pushbroom system with 15 spectral bands [10].

Each band is identified by a letter, two of the bands are located
in the mid-infrared wavelength region: J, 3.5–4.1 m and K,
4.9–5.1 m, and three of the bands are located in the thermal
infrared wavelength region: L, 8.0–8.4 m; M, 8.4–8.8 m;
and N, 10.2–10.7 m. The detectors for the 15 spectral bands
are mounted on a single cryogenically cooled focal plane and
use interference filters. The bands are implemented on three
separate identical groups of detectors, termed sensor chip
assemblies (SCAs). Each SCA can be thought of as a separate
pushbroom sensor that contains a full set of the MTI bands,
and covers a little over one third of the cross track field of view
of the system. The system has a 36-cm aperture telescope with
a nominal Ground Sample Distance (GSD) in the mid- and
thermal infrared bands of 20 m. The mid- and thermal infrared
bands use indium antimonide (InSb) and mercury cadmium
telluride (HgCdTe) detectors respectively. The system also
includes an extensive onboard calibration system that was lost
shortly after launch.

The MTI satellite is in a sun-synchronous orbit and can take
two images of a site in a single overpass: one near nadir and one
near 60 off-nadir. MTI was launched on March 12, 2000, and
performance was nominal until November 1, 2000, when the
MTI temperature and calibration (TCAL) control system ceased
functioning. On November 11, 2001 and again on May 24, 2003,
MTI accidentally imaged the Sun for a few seconds. In both
Sun looks, the resulting damage was largely confined to SCA
2. Vicarious calibration techniques are being used to correct for
much of the resulting damage and loss of the calibration system.

MTI data are useful for a wide variety of studies including
those requiring high spatial resolution water surface tempera-
ture measurements. Knowledge of the temperature distribution
in water bodies is very valuable for understanding a variety of
processes such as wind-induced upwelling events [13]–[15] and
surface water transport patterns [21], [22]. The MTI project has
developed a variety of algorithms for recovering the surface
temperature of water, and the success of these algorithms de-
pends, in part, on the on-orbit calibration of the instrument. This
work utilizes an existing thermal infrared validation site at Lake
Tahoe CA/NV to validate the radiometric accuracy of the data
acquired by the MTI mid- and thermal infrared bands.

0196-2892/$20.00 © 2005 IEEE
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Fig. 1. Bathymetric map of Lake Tahoe with a contour interval of 50 m.
The four NASA buoys are labeled TB1, TB2, TB3, and TB4. The two UCD
rafts are labeled TDR1 and TDR2. Water properties are regularly measured by
boat at the Midlake station (star near TB1) and the Index station (star south of
Sunnyside) by UCD. Also shown around the edge of the lake are the USCG
station (closed star), Incline (open star), and other locations (closed boxes)
where meteorological measurements are made.

II. SITE LOCATION AND CHARACTERISTICS

Lake Tahoe is a large lake situated in a granite graben near
the crest of the Sierra Nevada Mountains on the CA/NV border,
at 39 N, 120 W. The lake level is approximately 1895 m
above mean sea level. The lake is roughly oval in shape with
a north–south major axis (33 km long, 18 km wide), and has
a surface area of 500 km (Fig. 1). The land portion of the
watershed has an area of 800 km . Lake Tahoe is considered a
deep lake, with an average depth of 330 m, maximum depth of
501 m, and a total volume of 156 km (it is the 11th deepest
lake in the world). The surface layer of Lake Tahoe deepens
during the fall and winter. Complete vertical mixing only occurs
every few years. Due to its large thermal mass Lake Tahoe does
not freeze in winter. There are approximately 63 streams/rivers
flowing into Lake Tahoe and only one river flowing out.

III. SITE INFRASTRUCTURE AND FIELD MEASUREMENTS

The Lake Tahoe CA/NV automated validation site was es-
tablished in 1999 to help validate the thermal infrared data and
products from the Advanced Spaceborne Thermal Emission
and Reflectance Radiometer (ASTER) and Moderate Resolu-
tion Imaging Spectroradiometer (MODIS) instruments on the
Terra spacecraft launched in 1999 [18] and [23]. The site is
also being used to validate data from other sensors including
the Along Track Scanning Radiometer-2 [8], Landsat ETM+
[1], and Landsat-5 [9]. Work at the site is performed by the Jet
Propulsion Laboratory (JPL) and the University of California,

TABLE I
SPECIFICATIONS OF THE NIST TRACEABLE STIRRED WATER BATH

BLACKBODY USED TO CALIBRATE THE JPL RADIOMETERS AND THE

TEMPERATURE-CONTROLLED WATER BATH WITH NIST TRACEABLE

THERMOMETER USED TO CALIBRATE THE SENSORS USED TO MEASURE

THE BULK WATER TEMPERATURE. AN ADDITIONAL SECONDARY

TEMPERATURE PROBE IS USED PERIODICALLY TO CROSS-CHECK

THE CALIBRATION OF THE PRIMARY TEMPERATURE PROBE

TABLE II
MANUFACTURER’S SPECIFICATIONS FOR THE BULK WATER TEMPERATURE

SENSORS USED AT THE LAKE TAHOE CA/NV SITE. NOTE ALL SENSORS

ARE RECALIBRATED AT THE JPL NIST TRACEABLE CALIBRATION FACILITY

(SEE TABLE I FOR SPECIFICATIONS OF JPL CALIBRATION EQUIPMENT)

Davis (UCD). A detailed description of the site is given in [8]
and summarized here for completeness. Measurements at the
site are made from four permanently moored buoys on the lake
referred to as TB1, TB2, TB3, and TB4 and the U.S. Coast
Guard (USGC) station located on the northwest shore of the
lake (Fig. 1). Each buoy has a custom-built radiometer that
measures the skin temperature and several temperature sensors
that measure the bulk water temperature. The radiometers were
built by JPL and two radiometer models have been deployed
at the site. The earlier model had an accuracy of C and
the later model has an accuracy of C. The radiometers
are calibrated in the laboratory using a National Institute of
Standards and Technology (NIST) traceable stirred water bath
blackbody (Table I). The accuracy of the JPL radiometers was
independently verified in both the laboratory and in a field
comparison [2], [17]. The results indicate the JPL radiometers
agree with other well calibrated radiometers to better than
0.1 C [2]. The bulk temperature measurements are made by
several different temperature sensors mounted cm beneath
the surface on a floating support tethered behind each buoy.
Details of the types of temperature sensor and their accuracies
are summarized in Table II. The accuracies provided in Table II
are from the manufacturer’s specification prior to recalibration
at the JPL facility. The temperature sensors are recalibrated
at JPL using a temperature controlled water bath with a NIST
traceable thermometer (Table I). During the monitoring period,
meteorological stations were added to each buoy. The meteo-
rological measurements include wind speed, wind direction,
relative humidity, air temperature atmospheric pressure and net
radiation. A full set of measurements (meteorology, bulk and
skin temperatures) are made every 2 min and stored on data
loggers which are read out either daily via telephone modem or
every few months during site visits.

Both NASA/JPL and UCD maintain additional equipment at
the USGC Station. This includes a full meteorological station
(wind speed, wind direction, relative humidity, air temperature,
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TABLE III
LATITUDE AND LONGITUDE POSITION OF THE LAKE TAHOE CA/NV NASA

BUOYS. NOTE THE TWO SOUTHERN BUOYS WERE MOVED SLIGHTLY

SOUTH IN LATE OCTOBER AND EARLY NOVEMBER 2002. LOCATIONS

ARE GIVEN FOR THE BUOYS BEFORE AND AFTER THEY WERE MOVED

and atmospheric pressure), full radiation station (long and short-
wave radiation up and down), a shadow band radiometer, and
an all-sky camera. The shadow band radiometer provides in-
formation on total water vapor and aerosol optical depth. UCD
also maintains two additional floats (rafts) in the southern part
of Lake Tahoe (Fig. 1) which measure meteorological variables
and bulk temperature.

The latitudes and longitudes of the four NASA buoys are
given in Table III. TB2 and TB3 were moved slightly farther
south during the monitoring period, and Table III gives the po-
sitions before and after the move.

Additional measurements including primary productivity, nu-
trient concentration (various forms of nitrogen and phosphorus),
chlorophyll concentration, light penetration, temperature distri-
bution and secchi disk transparency are made from the UCD
Research Vessel John leConte at approximately ten-day inter-
vals at the Midlake and Index stations (Fig. 1).

IV. MTI IMAGE DATA PROCESSING

A. Lake Tahoe Image Acquisition Process

The MTI is a snapshot store and forward system and has to
be explicitly commanded to acquire an image of a site. The
commands are uploaded up to two weeks before the image is
acquired and include the time at which the image is to be ac-
quired, the latitude and longitude of the site to be imaged, the
along track length of the image, and the bands to be acquired
for the image. The time of the acquisition is the predicted time
of closest approach to the site at the time of the upload. For
the Lake Tahoe imagery all bands were acquired in daytime
imaging, while only the mid- and thermal infrared bands, J, K,
L, M, and N were acquired in nighttime imaging.

A few minutes prior to the acquisition, the MTI would predict
its location at the time of the acquisition and begin reorienting
to point at the site from this location. The pointing accuracy
after this reorientation depended on the performance of the on-
board laser gyros, whose performance degraded more rapidly
than specified and were no longer usable by April 2001. While
the gyros were operational, nadir pointing was within 2 km of
the specifications, in both day and nighttime imagery, after the
gyros were no longer usable, pointing was within 4 km in day-
time imaging, and typically within 8 km in nighttime imaging.

The first Lake Tahoe images were approximate squares cen-
tered on the shore of the lake to allow georegistration. This was
changed when it was recognized that no square image centered
on the shoreline could consistently image all the buoys. The
vast majority of the images therefore were about three times
longer than they were wide with a center near that of the lake

and included both the north and south shores of the lake. While
the gyros were operational this format would include the loca-
tions of all four buoys in the northern half of the image. After
the gyros failed, pointing errors, particularly in nighttime im-
ages, could cause one or two buoys to fall outside the eastern or
western extent of the image. In addition, after the failure of the
gyros, the detector arrays in nighttime images need not always
be aligned perpendicular to the groundtrack, resulting in gaps
between the SCA TIR subimages that could in turn result in one
or two buoys missing data.

B. Standard MTI Image Data Processing

The acquired imagery was transmitted to the ground station
at Sandia National Laboratories, and then processed at the data
processing center, then located at Los Alamos National Labo-
ratory. This imagery then underwent an initial processing that
resulted in calibrated and registered imagery.

The aperture door largely eliminated on-orbit degradation of
the MTI system prior to the loss of the TCAL unit. The sole
exceptions were a few detector pixels that lost most of their re-
sponse after thermal cycling of the focal plane. As a result cali-
brated imagery prior to the TCAL loss relied almost exclusively
on the ground calibration data, and responses to the onboard
calibration sources acquired concurrent with the imagery were
largely used to verify system stability. An exception to this was
the use of responses to the retromirror, in combination with re-
sponses to weekly deep space looks, to correct for drifts in the
detector offsets.

After the loss of the TCAL unit, no onboard sources were
available either for image calibration or for the validation of
system stability. Deep-space looks were increased in frequency
to once per orbit, and the most recent previous look was used
directly to correct the TIR imagery for drifts in the detector off-
sets. The imagery subsequent to the TCAL loss showed artifacts
in bands L, M, and N on SCAs 2 and 3 that were attributed to
vignetting caused by the distortion of the optics after the loss of
thermal control of the system. These artifacts are removed by
using a form of vicarious calibration, termed the 90 look, to
transfer the calibration of unvignetted detectors to the vignetted
ones. Versions of the 90 looks were subsequently found to be
useful in the correction of detector damage caused by the two
Sun looks.

In the 90 looks for the TIR bands, the MTI is pointed at an
ocean location well away from land. For convenience, these lo-
cations were selected from a set of ocean buoy locations that
were being used for the validation of MTI water surface tem-
perature retrievals. The detector arrays are rotated to be approx-
imately parallel to the ground track, instead of perpendicular,
and an image is acquired. In this image, the detectors in the ar-
rays on SCAs 2 and 3 then pass over approximately the same
band dependent location. The resulting imagery is then exam-
ined to eliminate images with detector drifts during the acquisi-
tion as these indicate spatial nonuniformity. Those images with
negligible drifts are assumed to be imaging uniform temperature
water surfaces, and the detector responses are assumed to be the
same band dependent brightness temperatures, which are deter-
mined from the calibrated brightness temperatures for the unvi-
gnetted detector pixels. This analysis yields scale factors to cor-
rect the detector radiances estimated from the original ground
calibration for simple vignetting.
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TABLE IV
DATES OF IMAGES USED IN 90 LOOKS FOR VIGNETTING CORRECTION

A number of usable 90 looks have been acquired. These are
listed in Table IV, along with the acquisition date, time, and buoy
temperature where available. The buoy associated with image
151 778 ceased reporting water temperatures in late May, when
it was reporting temperatures near 25 C. The calibration of a
given image uses the most recent preceding 90 look, except for
the earliest post-TCAL loss or post-Sun-look imagery, which
use the first subsequent 90 look for their calibration.

The default registration of the MTI imagery is aligned with
the image ground track, and relies on the information used by
the satellite in pointing at the site, which had intrinsic errors of
a few kilometers. Correction of this data for true georegistration
requires manual analysis as discussed below. The registered data
was resampled to form imagery with a 20-m ground sample dis-
tance using a weighted interpolation.

C. The Lake Tahoe Image Selection Process

The first MTI Lake Tahoe image was acquired on September
2, 2000. At the time of completion of this study 79 images had
been acquired of Lake Tahoe, CA/NV. Thirty-six of these were
daytime images and 43 were nighttime images. In terms of the
major events that affected MTI calibration, two images were ac-
quired before the TCAL loss, both daytime, 26 images between
the TCAL loss and the first sun look (15 day and 11 night), 41
between sun looks (14 day and 27 night), and ten subsequent
to the second sun look (five day and five night). Twenty-three
cloud-free images were selected from the full set of acquisitions
for validation. The other images were discarded due to cloud
cover, poor pointing, or lack of field data.

The 23 images were then georegistered by applying an affine
transform to the MTI imagery. The coefficients of this transform
weredeterminedmanuallybylocatingfiveormorecorresponding
points between the MTI image and a georeferenced image.

D. Lake Tahoe Buoy Specific Analysis

The selected georegistered images were subjected to a de-
tailed buoy specific analysis. The buoy specific analysis had two
parts: a manual quality analysis, and an automated data extrac-
tion process.

The data quality analysis focused on cloud cover issues, but
also examined water surface temperature gradients that could
cause errors in the interpretation of data due misidentification
of the buoy location in the image. Because the buoy moorings
were not taught, the buoy locations could differ from their nom-
inal locations by more than 200 m. In cloud-free regions of day-
time imagery, pixels brighter than the water surface were often
observable in the high spatial resolution bands near the nominal
buoy locations. These pixels were assumed to indicate the true
buoy locations at the time of the image.

Cloud identification relied primarily on spatial structure in the
thermal infrared imagery. Cloud-like colder structures that ex-
tended over a buoy’s location were assumed to indicate cloud
contamination for that buoy’s data, and data from that buoy
would be dropped from the analysis. This ensured that pro-
cessing would be consistent between day and nighttime data.
The band H (cirrus band) daytime data were also examined to
confirm the results of the thermal image analysis. Confirmation
failed for one daytime image acquired on April 14, 2001. While
neither the band H nor the TIR imagery had significant spa-
tial structure over the lake in this image, the band H radiances
were more than a factor of three larger than radiances typical
of cloud-free water surface images. Further the slightly darker
areas in the band H imagery corresponded closely to the slightly
warmer regions in the TIR imagery. It is currently believed that
this image had either significant uniform low level haze, or ex-
tremely uniform cirrus.

The automated data extraction process took as its input data
files containing the georegistered imagery and the buoy loca-
tions. It would identify the pixels in the imagery nearest the
locations and extract 5 5 sample regions centered on these
pixels, and then write a separate file for each buoy giving the
band specific radiances for each of the pixels in this region, and
statistical summaries including band specific means and stan-
dard deviations. The file also reported pixel specific data quality
information such as the MTI sensor chip assembly (SCA) asso-
ciated with the buoy image location. This study uses the nominal
buoy locations for both day and nighttime imagery.

V. FIELD DATA PROCESSING

Initially the bulk water temperature was extracted from the
temperature sensors placed cm beneath the surface on the
float tethered behind each buoy at the time of the MTI over-
passes. The bulk water temperature was calculated as the mean
of the measured temperatures at the time of the overpass. Each
buoy typically has four temperature sensors attached to the float
but may have as many as 12 sensors. Prior to inclusion in the
mean the temperature trace of each sensor was examined and
cross-compared with the other sensors on the same buoy to
check all sensors were reading correctly. The standard devia-
tion of the sensors was also calculated and was typically around
0.1 C (see Section VII).

In order to compare the radiometer measurements to the satel-
lite radiometric measurements it is necessary to correct the field
measurements to surface kinetic or skin temperature so they can
be propagated through the atmosphere using the MODTRAN
3.5 radiative transfer code (RTC) [4]. Once propagated, the top
of atmosphere radiance is convolved to the MTI system response
functions and compared with the MTI radiances. The surface
skin temperature is required since the field radiometers measure
the radiometric temperature over a different wavelength range
than the satellite radiometers. In order to obtain the surface skin
temperature the radiometer data must be corrected for the re-
flected downwelling radiation from the atmosphere and the non
unit emissivity of the water. Correction for the downwelling sky
radiance reflected by the surface into the path of the radiometer
involves using a radiative transfer model driven by an atmo-
spheric profile to estimate the downwelling sky radiation and
is described by Hook et al. [8], [9]. The atmospheric profile was
obtained from the National Center for Environmental Prediction
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TABLE V
CHANGE IN THE CALCULATED AT-SENSOR MTI RADIANCE AND AT-SENSOR MTI BRIGHTNESS TEMPERATURE FOR VARIOUS

PERTURBATIONS OF THE U.S. STANDARD ATMOSPHERIC PROFILE AT THE LAKE TAHOE ELEVATION, WITH A SURFACE KINETIC

TEMPERATURE OF 20.0 C, AND THE MTI BAND J AND K SPECTRAL RESPONSE FUNCTIONS. NADIR VIEWING IS THE NOMINAL

CASE FOR ALL DIFFERENCES EXCEPT POINTED WHERE 5 FROM NADIR IS USED FOR THE POINTING ANGLE SENSITIVITY.
THE �5 POINTING ANGLE CASE MOVES BACK TO NADIR, WHILE THE +5 CASE MOVES FIVE MORE DEGREES AWAY

FROM NADIR. THE WATER EMISSIVITY SPECTRUM USED IN THIS STUDY USES 0.991 FOR THE EMISSIVITY OF WATER

BETWEEN 10.7 AND 11.2 �m. WHEN ADDING 0.01 TO THE EMISSIVITY,
THE RESULTING VALUES WERE TRUNCATED TO 1.000 IN THIS RANGE

(NCEP). The NCEP produces global model values on a 1 1
grid at 6-h intervals. Lake Tahoe is centered on 39 N, 120 W, and
the grid value for this point was utilized. The NCEP data were
interpolated to the overpass time. The emissivity of the water
was obtained from the ASTER spectral library available from
http://speclib.jpl.nasa.gov.

In some cases, the skin temperature was not available at any
buoy for a given overpass or for a particular buoy on a given
overpass. If no skin (radiometer) temperatures were available
for any buoys for a given overpass, the average skin effect (bulk
minus skin temperature) for all overpasses was subtracted from
the average bulk temperature at each buoy to obtain the buoy
skin temperature. If skin temperatures were available at some
buoys, but not all buoys for a given overpass, then the average
skin effect (bulk minus skin temperatures) for that overpass
was calculated and subtracted from the bulk temperatures to ob-
tain the skin temperatures for the buoys without a working ra-
diometer. The bulk and skin temperatures are available from the
lead author on request.

The skin temperatures were then propagated to at-sensor ra-
diance using the same RTC code and profile used to correct the
radiometric data to skin temperature and the at-sensor radiance
was convolved with the MTI system response functions to ob-
tain an equivalent predicted or vicarious MTI at-sensor radiance.

The need to correct the radiometric temperature to skin tem-
perature with a downwelling radiance derived from the NCEP
data introduces an uncertainty in the skin temperature. This un-
certainty is very small C and is discussed more fully
by Hook et al. [8].

VI. FORWARD PROPAGATION UNCERTAINTY ANALYSIS

In order to calculate the vicarious at-sensor radiance, the skin
temperature is propagated through the atmosphere using a RTC.
In the propagation to at-sensor radiance, the atmospheric path
length is the distance from the skin to the satellite as opposed to

the distance from the radiometer to the skin, used to correct the
radiometer temperature to skin temperature, and therefore the
uncertainty is larger. Further, the size of this uncertainty is de-
pendent on the wavelength position and width of the band that the
at-sensor radiance is convolved with, in this case the MTI bands.
Tables V and VI and Fig. 2 show the results from an assessment of
the uncertainty associated with propagating the skin temperature
to the satellite using a U.S. Standard Atmosphere for the MTI
mid- and thermal infrared bands, respectively. A U.S. Standard
Atmosphere contains more water vapor than is typically encoun-
tered at Lake Tahoe, and therefore the reported uncertainties
represent the maximum uncertainty. The assessment involves
modifying the various profile inputs and then calculating the dif-
ference between using the actual profile and the modified profile.
This approach assesses the consequences of an error in the profile
used to forward model the skin temperature to at-sensor radiance.
For example, if the temperature profile is assumed to be in error
by 1 C, then 1 C can be added to the profile, and the difference
between the forward propagated radiance using the nominal and
adjustedprofilescalculated,similarly1 Ccanbesubtractedfrom
the profile and the difference between the forward propagated
radiance using the nominal and adjusted profile calculated. It can
be seen from Tables V and VI and Fig. 2 that different bands are
more or less sensitive to a given profile error than other bands. For
example, band K is more sensitive than the other bands to an error
in either water vapor or profile temperature. Further, an error in
the amount of ozone in the profile has little effect on any of the
bands except band M since its bandpass impinges on the ozone
absorption band. The thermal infrared bands are more sensitive
than the mid-infrared bands to an error in emissivity, especially
band N. However, since these data were acquired over water the
emissivity of water is well known. The emissivity of water does
vary with large viewing angles and varying wind speeds but with
near-nadirviewing its emissivity isconstantandwellknown[25].
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TABLE VI
CHANGE IN THE CALCULATED AT-SENSOR MTI RADIANCE AND AT-SENSOR MTI BRIGHTNESS TEMPERATURE FOR VARIOUS PERTURBATIONS OF THE

U.S. STANDARD ATMOSPHERIC PROFILE AT THE LAKE TAHOE ELEVATION, WITH A SURFACE KINETIC TEMPERATURE OF 20.0 C, AND THE MTI BAND

L, M, AND N A CASE FOR ALL DIFFERENCES EXCEPT POINTED WHERE 5 FROM NADIR IS USED FOR THE POINTING ANGLE SENSITIVITY.
THE �5 POINTING ANGLE CASE MOVES BACK TO NADIR, WHILE THE +5 CASE MOVES FIVE MORE DEGREES AWAY FROM NADIR.
THE WATER EMISSIVITY SPECTRUM USED IN THIS STUDY USES 0.991 FOR THE EMISSIVITY OF WATER BETWEEN 10.7 AND 11.2 �m.

WHEN ADDING 0.01 TO THE EMISSIVITY, THE RESULTING VALUES WERE TRUNCATED TO 1.000 IN THIS RANGE

Fig. 2. Plot of the temperature error associated with perturbing the
atmospheric profile, varying the path length (pointing error), and assuming
an incorrect emissivity for the MTI bands. The errors for the profile
perturbations were obtained by calculating the at-sensor radiance for a U.S.
standard atmospheric profile over Lake Tahoe, then modifying the profile and
recalculating the at-sensor radiance and calculating the brightness temperature
difference between the at-sensor radiances.

Based on a qualitative assessment of model profile values
with in situ measurements (balloon launches) there can be con-
siderable variability in the water profile values but the balloon-
derived temperature profile values are typically in good agree-
ment with the modeled values. Therefore, sites with little water
vapor in the overlying atmosphere, such as Lake Tahoe site, are
desirable for validation since this quantity can vary between the
model and in situ values. The total column water vapor on clear
days at Lake Tahoe is typically between 0.5–1.5 cm.

VII. RESULTS AND DISCUSSION

The measurements made at the buoys include both skin tem-
perature and bulk temperature measured by the radiometers and
the in situ temperature probes, respectively. The skin tempera-
ture measurement is propagated through the atmosphere to ob-
tain the equivalent radiance at-sensor used for the forward cal-
culation rather than the bulk temperature since the satellite mea-
sures the skin temperature. Fig. 3 shows a plot of the standard
deviation of the bulk temperature sensors versus the wind speed
measured at the buoys for the MTI overpasses. The wind speeds

Fig. 3. Plot of the standard deviation of the bulk temperature sensors at each
of the Lake Tahoe buoys versus wind speed for the MTI overpass times. Data
are separated into day and night standard deviations. Wind speed data used was
either from the USCG station or the buoy meteorological station. The buoy data
were used if no USCG data were available.

Fig. 4. Plot of the skin effect (bulk temperature minus skin temperature) versus
standard deviation of the bulk temperature sensors at each of the Lake Tahoe
buoys for the MTI overpass times.

for the majority of validations were between 1.5 and 3.0 m s
with standard deviations between 0.03 and 0.3. Fig. 4 shows a
plot of the skin effect versus standard deviation. The skin effect
is the difference between the bulk temperature and the skin tem-
perature. The daytime skin effect is typically smaller than the
nighttime skin effect, and the standard deviation is often larger
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Fig. 5. Plot of MTI OBC-derived average at-sensor radiances versus vicarious
(predicted) average at-sensor radiances for MTI bands J and K centered on
3.79 and 4.98 �m, respectively. Averages are calculated using data from all
operational buoys for a given overpass (maximum of four buoys). Data are
separated into day predictions and night predictions. Also shown is a linear fit
to the night data only for bands J and K. Dashed line is the 1� 1 line (shown
for reference).

during the day. The smaller skin effect and larger standard devia-
tion during the day typically results from solar heating of the sur-
face accompanied by low wind speeds, resulting in rapid strat-
ification of the surface layer. The size of this effect varies with
time of day and local meteorological conditions. The skin effect
is discussed in more detail in [8] and [9]. The skin temperature
was found to be C cooler than the bulk temperature
during the day and C cooler than the bulk temper-
ature at night for the MTI overpass time. It should be noted this
is the average skin effect for an average time since the satellite
overpass time has varied by a couple of hours over the lifetime of
the mission. The daytime skin effect is similar to that observed
for Landsat C and ASTER C
and is consistent with the MTI overpass time being closer to
the ASTER overpass time than the Landsat overpass time al-
though there is greater variability in the MTI overpass time. The
nighttime overpass time is similar to that of ASTER, and the
MTI skin effect is similar to the ASTER nighttime skin effect

C . These values falls within the nominal range for
the skin effect observed over oceans [6], [7], [11], [12], [16],
[19], [20], [24].

Fig. 5 shows a plot of the predicted or vicarious at-sensor ra-
diances and measured or MTI On-Board Calibrator (OBC) ra-
diances for the mid-infrared bands for the MTI overpass times.
A single value is shown for each overpass that is the average of
the vicarious or measured at-sensor radiances for a given band
for all buoys (maximum of four buoys in a scene). Twenty-three
cloud-free MTI scenes were acquired over Lake Tahoe, but, for
the mid-infrared analysis only the nighttime data were used to
avoid any reflected solar contribution to the signal which is not
accounted for in the forward prediction. No attempt was made
to account for any possible contribution from moon light. Also
shown on Fig. 5 are least squares fit lines to the band J and K
nighttime data and the associated fit coefficients. Examination
of Fig. 5 indicates there is greater scatter in the band K data
than the band J data possibly due to the greater sensitivity to
any errors in the atmospheric profile data in this wavelength re-
gion and stronger solar effects. Neither the band J nor band K
daytime data are visually noticeably different than the nighttime
data, however, a fit to all the band K data which includes data af-
fected by solar reflected radiation, does increase the difference

Fig. 6. Plot of MTI OBC-derived average at-sensor radiances versus vicarious
(predicted) average at-sensor radiances for MTI bands L, M, and N centered
on 8.28, 8.65, and 10.52 �m, respectively. Averages are calculated using data
from all operational buoys for a given overpass (maximum of four buoys). Also
shown are linear fits to the data from each band. Dashed line is the 1� 1 line
(shown for reference).

Fig. 7. Plot of the average percent difference between the Vicarious (V) and
MTI OBC-derived radiances for MTI bands L, M, and N. Percent difference is
calculated as (V-OBC)/V � 100. Average percent difference is calculated from
all buoys operating during overpass (maximum of four buoys).

between the OBC and vicarious at-sensor values. The mean and
standard deviation of the percent difference between the vicar-
ious and OBC radiances for bands J and K were
and , respectively.

Fig. 6 shows the equivalent plot for to Fig. 5 for the MTI
thermal bands using all 23 cloud-free scenes (daytime and night-
time). The results indicate the OBC radiances in band L are in
excellent agreement with the vicarious radiances, however, the
OBC radiances for bands M and N are biased positive with re-
spect to the equivalent vicarious radiances indicating the MTI
overestimates the radiance arriving at the sensor from the sur-
face in bands M and N. This bias is even more apparent in a plot
of the percent radiance difference with overpass date (Fig. 7).
In Fig. 7 the bias is reasonably consistent except for a couple
of outliers labeled 3 and 15. The data for label 3 were acquired
on March 27, 2001, at that time none of the radiometers were
functioning and an average skin effect was used. The larger than
expected bias likely results from the assumed skin effect being
an overestimate of the actual skin effect. The data for label 15
were acquired on April 3, 2002, at that time only a single ra-
diometer on TB1 was operating and therefore the skin effect
used for the other buoys was assumed to be the same as the skin
effect observed at TB1. The skin effect at TB1 was unusually
large; the radiometer data were 1.38 C cooler than the bulk
temperature. The wind speed measured at TB1 at the same time
the radiometer measurement was made was 0.0 (the stall speed
of the anemometer is 0.25 m s , according to manufacturer’s
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specifications). At very low wind speeds the skin effect is quite
variable and it is likely the skin effect was less at the other buoys
which had higher wind speeds than TB1. The results indicate
the mean and standard deviation of the percent difference be-
tween the predicted and measured radiances were ,

, for bands L through N, respectively.
The cause of the biases observed in MTI bands J, K, M, and

N is unresolved, but the biases appear to be consistent over the
instrument’s lifetime, suggesting they could be removed with
a bias correction. The radiometric calibration of the instrument
does not appear to have changed during the accidental viewings
of the Sun.

VIII. SUMMARY AND CONCLUSION

The absolute radiometric calibration of the MTI mid- and
thermal infrared bands was assessed from late 2000 through
2003 using water skin and bulk temperature data from an au-
tomated validation site at Lake Tahoe CA/NV, USA. The bulk
and skin temperature data are acquired every 2 min from four
permanently moored buoys on the lake. Assessment involved
taking the skin temperature at the time of the overpass and
predicting the vicarious at-sensor radiance with a radiative
transfer model. The vicarious at-sensor radiance was then con-
volved with the MTI system response function and compared
with the radiance measured by MTI in the mid- and thermal
infrared bands. Twenty-three cloud-free scenes were used in
the assessment with ground temperatures ranging between 4.4
and 18.6 C. All 23 scenes were used in the assessment of the
thermal infrared bands and only the twelve nighttime scenes
were used in the assessment of the mid-infrared data to avoid
any reflected solar contribution which was not included in the
forward predictions.

The skin temperature was found to be, on average,
C (mean standard deviation) cooler than the bulk tem-

perature during the day and C cooler than the bulk
temperature at night. The smaller skin effect during the day was
attributed to solar heating. The daytime skin effect is similar to
that observed for the Landsat-5 and ASTER daytime overpass
times: and C, respectively. The smaller
skin effect is consistent with the MTI overpass time being closer
to the ASTER overpass time when the skin has warmed through
solar heating. The nighttime overpass time is similar to that of
ASTER C .

The results indicate the mean and standard deviation of the
percent difference between the vicarious (predicted) and mea-
sured MTI at-sensor radiances were , ,

, , for bands J through
N, respectively. The exact reason why the MTI measured radi-
ances for bands J, K, M, and N are warmer than expected has
not been identified, however, since the biases seem quite con-
sistent it should be possible to apply a simple offset correction
to the data.

MTI data provide the highest spatial resolution mid- and
thermal infrared data currently available from space and offer
an opportunity to examine the use of high spatial resolution
temperature data for a wide variety of studies. However, if the
data are to be used in quantitative studies it will be necessary
to adjust the radiances to compensate for the biases observed
by the in-flight validation. Further, continued monitoring of the

in-flight validation is required to ensure the observed biases
remain consistent as the instrument ages.
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